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INTRODUCTION

Hydraulic fracturing has been widely applied in development of tight sand and shale gas reservoirs, in which high-pressure fluids are injected into target zones to enhance the reservoir permeability so that gas can be more efficiently recovered. The opening and growing of tensile fractures, as well as shearing slip along fractures during stimulation treatment are thought to be the major mechanisms inducing microseismic events around the treatment well (Shemeta and Anderson, 2010). Therefore, microseismic monitoring is a valuable approach to assess the fracturing process. For example, the locations of microseismic events are used to determine fracture network geometry, and their focal mechanisms are helpful for understanding how the fractures are stimulated. The information derived from microseismic monitoring is helpful for reservoir simulation and assessment (e.g., Rutledge and Phillips, 2003; Warpinski, 2009; Maxwell, 2010).

However, injecting fluids into underground formations, especially wastewater disposal into deep wells, has caused felt or damaging earthquakes with magnitudes larger than 4 in some cases (Ellsworth, 2013). The well-documented cases include Rocky Mountain Arsenal in the 1960s (Healy et al., 1968), wastewater disposal in Texas (Frohlich et al., 2011), Oklahoma (Holland, 2013), and Arkansas (Horton, 2012). In fact, an anomalous increase in earthquake activity has occurred in the central and eastern United States over the past few years, which is mainly due to deep injection of low-pressure wastewater into deep strata or basement formations (Ellsworth, 2013). Hydraulic fracturing using high-pressure fluids can induce a lot of earthquakes, but the vast majority have magnitudes smaller than 1 (Ellsworth, 2013). In some cases, hydraulic fracturing of shale gas can indeed cause relatively large and felt earthquakes, including an M 2.3 earthquake near Blackpool, United Kingdom (Green and Styles, 2012), an M 4.0 earthquake near Youngstown, Ohio (Kim, 2013), and an M 3.6 earthquake in the Horn River basin of British Columbia (BC Oil and Gas Commission, 2012).

The mechanism causing the induced seismicity is likely the well-understood process of weakening a pre-existing fault/fracture by elevating the fluid pressure (Ellsworth, 2013). This is because by injecting fluids, pore pressure in connected pores and pre-existing faults/fractures also increases. If the tectonic stress of the underground formation is close to the critical stress, it will lead to shear slip on pre-existing faults/fractures and may cause large earthquakes. For this reason, microseismic monitoring in real time is necessary for assessing the induced seismic activity so that some measures could be taken to avoid inducing large-magnitude earthquakes (Majer et al., 2012).

In this study, we report results from a surface microseismic monitoring of a multiple-stage hydraulic fracturing of a shale gas reservoir along a horizontal well in early 2013. The study region is located in southwest China, where many pilot wells have been drilled to assess the shale gas development potential in China (Fig. 1). For the target hydraulic fracturing shale layer, it has a small dip angle of 7° with a thickness of ~300 m. To follow the strata trend, the horizontal well also has a dip angle of ~7°. There are 21 fracturing stages along the 1400 m-long horizontal well. The actual depth intervals of hydraulic fracturing range from ~2700 to ~3000 m (shadowed zone in Fig. 1a) from heel to toe. According to the well-logging data, limestone is the main rock type for the segment above 1300 m, whereas mudstone is the major rock type below 1300 m. The target layer is composed of shale and clay. Acoustic logging data provides a P-wave velocity profile between 1100 and 2400 m. The low-velocity layer corresponds to mudstone, whereas the high-velocity layer corresponds to the limestone (Fig. 1a).

Currently, for microseismic monitoring of hydraulic fracturing in industry, generally either downhole or surface monitoring is selected. For downhole microseismic monitoring, single or multiple strings of high-frequency (e.g., 15 Hz) geophones are installed in nearby well(s) (Warpinski et al., 2012). For surface microseismic monitoring, densely spaced geophones consisting of thousands of high-frequency and
low-sensitivity geophones are often used (Duncan and Eisner, 2010). In comparison, we used low-frequency and high-sensitivity geophones to monitor induced seismicity by hydraulic fracturing. A surface array consisting of 45 sensors was deployed around the well, with 27 L22E short-period and 18 CMG-6TD broadband seismometers (Fig. 1b). We report our process of event detection and location, and discuss event location and focal mechanism results.

**EVENT DETECTION AND LOCATION**

Because the dominant frequency of surface microseismic records is less than 100 Hz, the sampling rate for continuous data recording was set at 500 Hz. We continuously monitored hydraulic fracturing for about three weeks, and more than 380 GB of raw data were collected. The ratio of short-time average (STA) to the long-time average (LTA) has been widely used to detect seismic events from continuous records (Allen, 1982). Because of low signal-to-noise ratio (SNR) of the microseismic data, the conventional STA/LTA detector does not perform ideally. An extension of the STA/LTA algorithm was used to detect events in continuous records. First, a characteristic function of the raw data was constructed as follows

\[
\text{cf}(i) = X^2(i) - X(i+1) \times X(i-1),
\]

which includes amplitude and its gradient. The characteristic function is more sensitive to a rapid change in waveform. Then the STA/LTA of the characteristic function was used to identify the microseismic signal. Traffic noise and missing data could also increase the STA/LTA ratios at individual stations. To suppress the erroneous detections, we used multiple traces from many stations instead of a single one. When more than six stations detected a microseismic event in a 2-s window, it was regarded as an effective detection. Time-frequency analysis of a detected event shows that P-wave energy concentrates in the frequency range of 20–60 Hz, whereas S-wave energy concentrates around 5–25 Hz (Fig. 2). To improve the SNR, continuous records were band-pass filtered between 1 and 60 Hz before event detection. Figure 2 shows an example with three effective detections. In total, more than 700 events were detected during 21 stages (Fig. 3). Although the injection rate and volume for each stage is similar, the detected event number shows some substantial variation.

Traditional arrival-time-based location methods depend on picking quality of first arrivals. However, due to strong attenuation in the near surface, SNR of data recorded by
surface monitoring array is usually lower than that of borehole microseismic data. Low SNR of surface monitoring data generally leads to high-picking errors by an automatic picker or an analyst, thus resulting in large event location uncertainty. In some cases, it is even impossible to determine first arrivals from noisy records. In comparison, a migration-based location method does not need first arrival picking and has been successfully applied to locate glacial earthquakes, tremors, and noise sources (Ekström et al., 2003; Kao and Shan, 2004; Zeng and Ni, 2010). For the migration-based location method, we discretized the region into 3D grid nodes. Each node can be potentially regarded as a microseismic source. The records are stacked according to travel times between stations and hypothetical source location, as well as the assumed origin time. The optimal origin time and event location are found when the stacking energy is maximum. Because of the uncertainty in the velocity model for calculating travel times and different radiation patterns at different stations, the waveforms could be out of phase, and thus direct stacking of original records could cancel each other out. Therefore, we stacked waveform envelopes instead of raw waveforms. The objective function is defined as

\[
\text{OBJ}(x, y, z, \tau) = \sum_{i=1}^{N} \sum_{t=0}^{t_0} \{w_i[T_i(x, y, z) + \tau + t]\}. \tag{2}
\]

In the above equation, \(x, y, z, \text{ and } \tau\) are possible event coordinates in a 3D grid and origin time, \(T_i(x, y, z)\) is the travel time from the grid point of \((x, y, z)\) to receiver, \(t_0\) is the half-time window size for stacking, \(w_i\) is the normalized waveform envelope at the receiver, and \(N\) is the number of receivers.

A finite-difference travel-time calculation method based on the eikonal equation was employed to calculate travel times between stations and search grid nodes (Podvin and Lecomte, 1991). During the grid-search procedure, travel time is read from the travel-time table saved on disk to speed the search.

Figure 2. (a) Traces recorded on six stations as well as the short-time average (STA)/long-time average (LTA) ratios of the corresponding characteristic functions on stations X36 and X13. (b) Trace consisting of a detected event recorded at station X36 (box in panel a). (c) Spectrogram of the waveform data in panel b. And (d), frequency spectrum of the waveform in panel b.

Figure 3. The injection fluid volume (upper panel) and the detected microseismic event number (lower panel) at each stage. The fluid volume data are not available after stage 14.
process. From the waveform of the detected event, it can be seen that the $S$ wave is much stronger than the $P$ wave, similar to other studies (Fig. 2). For this reason, we only stacked envelopes of the filtered seismograms in the $S$-wave windows. Because the $S$ wave is stronger on horizontal components, we only stacked the north components. For stacking, a $P$-wave velocity profile between depth 1100 and 2400 m was obtained from well sonic logging (Fig. 1a). We construct a layered $S$-wave velocity model with different $V_p/V_s$ ratios according to the rock type (Fig. 1a). The $V_p/V_s$ ratios were chosen as 1.89 for limestone and 2.2 for shale (Castagna et al., 1985).

When an event was detected, 6-s waveforms were extracted from continuous records according to the STA/LTA detected time. Then traces were normalized by the maximum absolute value to reduce the chance that the stacking result was dominated by an abnormal trace. The stacking time window length is 30 samples to reduce the uncertainty of velocity model and spike-like noise. The grid interval for the search grid is set to be 50 m in three directions. Although the $V_s$ model used for stacking is simply derived from the sonic $V_p$ model and the lithology-based $V_p/V_s$ model, it is appropriate for stacking envelopes for this dataset. This can be shown by the concentrated stacking energy at the optimal event location (Fig. 4a). In addition, the theoretical arrival time calculated from the optimal location and origin time is close to the arrival of peak energy at each station (Fig. 4b).

Because event detection based on conventional STA/LTA method may give false alarms, we also rely on the waveform envelope stacking to remove unreal event locations. For the optimal origin time, the variance of the objective functions for the 3D grid nodes is used to evaluate quality of event detection. If a segment of waveform contains a real event, it is more likely that the objective functions are more focused, leading to large variance than an unreal event. Therefore, if the variance of the objective functions for the optimal origin time is large, then it is possible that the corresponding wave segment contains a real seismic event (see also fig. 2a and c in Kao and Shan, 2004). Figure 5a and b shows all 646 events with the variance greater than 1.5. For events with data having high SNRs, first arrivals were also manually picked. Starting from migration-based locations, the double-difference (DD) location method of Waldhauser and Ellsworth (2000) was employed to relocate events with manual picks to improve event locations (Fig. 5c and d). Six hundred and twenty-three events were relocated by the DD method and the root mean square travel-time residual decreased from 61.3 to 24.8 ms. In comparison with the migration-based locations (Fig. 5a and b), DD locations are less scattered in space and especially more concentrated around the horizontal well trajectory. The comparison of event locations from the migration-based location method and the arrival-based DD location method shows that, although the former is efficient and automatic to determine microseismic locations, the latter is more accurate for imaging the fracture process during hydraulic fracturing treatments. This can be more clearly seen from the comparison of the same set of microseismic events (see Fig. S1 and Table S1 in the electronic supplement to this article).

Overall, events migrated from south to north following the northward movement of hydrofracking stages (Fig. 6). The events can be categorized into two groups: group I near the wellbore and group II about 500 m east of the wellbore. Magnitudes of most events range from −2 to −1 and the two
groups have similar distributions (Fig. 7). The $b$-value for the detected microseismic events is about 1.0. During the first nine stages, events mostly occurred near the wellbore and perforation locations. However, starting from stage one, events also occur far away from the wellbore and in the group II (Fig. 6a). For the first nine stages, the group II events generally follow the northeast–southwest trend of $\sim 60^\circ$ (dashed line in Fig. 6a). At stage 10, a cluster of events is located to the east of the wellbore and is nearly perpendicular to the wellbore (dashed line in Fig. 6c). This cluster of events starts to form the majority of events of group II and until stage 16, many events repeatedly occur in the same area. After stage 16, there are fewer events detected and located. Although stimulation parameters for different stages are similar, earlier and later stages induce much fewer events than stages 10–16. It can also be seen that the group II events show two major strikes, $60^\circ$ and $90^\circ$ (Fig. 6a,c).

**FOCAL MECHANISM ANALYSIS**

The location distribution of induced events is helpful to understand stimulated reservoir volume and fracture geometry. The focal mechanisms of induced events provide additional information about fractures. Furthermore, we can use focal mechanisms to derive local stress directions. Several methods have been proposed to invert for focal mechanisms of microseismic events using first-motion polarities, relative amplitudes of first arrivals or even full waveforms (Zoback and Harjes, 1997; Duncan and Eisner, 2010; Li et al., 2011). Most of small induced microseismic events could be approximated by a double-couple point source (Rutledge and Phillips, 2003) and $P$ wave.
Figure 6. Map view of event locations for different stages of hydraulic fracturing. (a) Stages 1–3; (b) stages 4–7; (c) stages 8–10; (d) stages 11–13; (e) stages 14–16; and (f) stages 17–21. Dashed lines delineate the faults/fractures illuminated by induced events.
first-motion polarities have been widely used to determine the fault plane of the double-couple source. The polarity is controlled by fault plane and take-off vector. In this study, we employed the HASH method developed by Hardebeck and Shearer (2002) to determine event focal mechanisms. The take-off vector is derived from ray-path azimuth and incidence angle that are obtained from ray tracing in a layered velocity model. $P$ wave first-motion polarities were manually picked on vertical records.

In total, we obtained focal mechanisms of 154 events with at least eight picks (Fig. 8a). Because of the uncertainty in the $V_p$ model and the coverage gap of the available stations with clear first-motion polarities, it is expected that the obtained focal mechanisms also have some uncertainties. We used the misfit of the first-motion polarities to measure the focal mechanism solution quality (Hardebeck and Shearer, 2002). The average weighted misfit of first-motion polarities is less than 30.7% ( see Table S2 in the electronic supplement). To quantitatively describe the distribution of focal mechanisms, we projected them into a triangle diagram according to the principal axes (Frohlich and Apperson, 1992). The triangle diagram is helpful to recognize event orientation clusters. For the analyzed events, the distribution of focal mechanisms is almost uniform over the focal projection. Figure 8b shows the triangle diagram for different groups of selected events, which suggests there are no significant differences between the two groups. The azimuths of compressive $P$ axes are shown in a polar histogram (Fig. 8c). Most $P$-axis azimuths fall into the northwest to north-northeast directions, which is consistent with the regional-tectonic stress direction. Because of the ambiguity of the fault plane, it is difficult to determine the rupture plane. Therefore, both fault and conjugate fault are adopted in the statistics. There are two peaks (north-northeast and east-northeast) in the polar histogram (Fig. 8d). This is consistent with the previous geological survey, in which the orientation of fractures was found to range from 30° to 70° (H. Liu, personal comm., 2013). The active seismic survey also reveals an existing northeast–southwest fault in the region (H. Liu, personal comm.). Combining with the location results, it suggests that most induced events likely occurred on natural fractures.

**DISCUSSION**

Earthquakes release stored elastic strain energy when a shear or tensile failure occurs on a fault. The Coulomb failure condition is controlled by friction coefficient, normal stress, and pore pressure (Hubbert and Rubey, 1959). The earthquakes could be induced by increasing the shear stress, decreasing the normal stress, and/or elevating the pore pressure. When pore pressure exceeds the sum of the least principal stress and the tensile strength of the rock, it will fail in tension. Because the effective normal stress decreases as pore pressure increases, the shear failure occurs before pore pressure exceeds $\sigma_3$. In active tectonic regions, the rock is very likely critically
stressed (Zoback and Harjes, 1997), and small shear-stress/ pore-pressure perturbation will cause fault slip. The earth-
quakes could be induced at the source of or away from stress/pore-pressure change (Ellsworth, 2013). The propaga-
tion of pore-stress perturbation is complex. In saturated rocks 
with low permeability, linear relaxation of pore-pressure per-
turbation plays a dominant role, whereas infiltration of fluid 
controls propagation rate (Shapiro and Dinske, 2009). Extens-
ion of fracture networks also leads to pore-pressure pertur-
baion as well as the loss of fracturing fluid into surrounding 
rocks. The first mechanism shows a linear diffusion rate during 
fluid injection, whereas the latter mechanism shows a more 
complex pattern (e.g., Shapiro et al., 2006). In the Perkins– 
Kern–Nordgren (PNK) model, both mechanisms of pore stress 
perturbation propagation suggest expansion of the trigger front 
is approximately proportional to the square root of time (Sha-
piro et al., 2006). In comparison, for the Christianovitch– 
Geertma–De Klerk-Danesh (CGDD) model, it predicts the 
induced events expand in proportion to 2/3 power of time 
(Mendelsohn, 1984), which is better than the PKN model 
for fitting the expansion of microseismicity with time in the 
Hijiori site, Japan (Sasaki, 1998). However, because of 
the incompleteness of the microseismic events detected in this 
dataset, it is difficult to show which model is more appropriate.

In this study, the group of events occurring along the well-
bore seems consistent with the diffusion pattern and is near the 
source of stress/pore-pressure perturbation. However, during 
hydraulic fracturing stage 1, there are two events detected 
and located about 1.5 km away from the perforation spot. 
These two events occurred about 4.5 and 7.5 hours after 
the start of fluid injection, respectively. The fluid could rapidly 
move along a high-permeability fault, and thus the two earth-
quakes may be induced by the pore-pressure increase directly 
caused by fluid migrated from the fracturing spot. Similarly, in 
the case of the Horn river basin, Canada, the earthquakes are 
triggered along a pre-existing fault at about 200 m away from 
the wellbore within tens to thousands of minutes after injec-
tion (BC Oil and Gas Commission, 2012). The short time 
delay would require a high-permeability fault. Lockner et al. 
(2000) reported that the highest matrix permeability is up 
to 100 microdarcies in the damage zone of the Nojima fault 
of the 1995 Kobe earthquake. Indeed, the active seismic survey 
also reveals an existing northeast–southwest fault in the region 
(H. Liu, personal comm.). In this case, the transmission of pore 
pressure is very fast to a significant distance and is likely to 
cause the two earthquakes in stage 1. Alternatively, the two 
eartquakes could be caused by stress perturbation resulting 
from undrained response of fluid injection (Talwani et al., 
2007). If the areas with earthquakes induced are in a critical 
stress condition, a small stress perturbation could induce fault 
slip. In the following stages of 2 to 9, there are a few earth-
quakes induced away from the wellbore, sparsely distributed 
within ~1.5 km of the wellbore. These earthquakes are nomi-
ally aligned in the direction of ~60° from the north, indicat-
ing they occur along the existing faults (Fig. 6a).

For stage 10, there are more earthquakes detected and lo-
cated than previous stages. These earthquakes are aligned al-
most perpendicular to the wellbore, and most of them are 
located to the northeast with respect to the perforation spot. 
If the wellbore is drilled along the horizontal minimal com-
pressive stress direction, fracking-induced events would gener-
ally align perpendicular to the wellbore. However, from the 
focal mechanism analysis, the local horizontal maximum stress 
direction is approximately northwest–southeast. Therefore, 
these microseismic events are not directly induced by fracking, 
but instead most likely by reactivation along pre-existing faults/
fractures. In the following stages of 11–16, there are many 
events repeatedly induced in the same region of ~500 m to 
1000 m to the east of wellbore. It is likely that the fracturing 
stage 10 opened a fluid conduit to the seismicity-clustering 
zone that is critically stressed and highly fractured. In the later 
stages of 11–16, the fluid can directly migrate to the clustering 
zone, increasing pore pressure and inducing many earthquakes.

Pre-existing faults may provide a direct conduit of fluid, 
which may cause a long distance trigger (Ake et al., 2005; Hor-
ton, 2012). The permeability of shale is about 0.1 microdarcy, 
whereas the permeability of fault zone is about two orders of 
magnitude higher (Best and Katsube, 1995; Evans et al., 1997). 
The breaking and crushing of grains during tectonic activities 
could create a fault-damage zone, which contains a mass of 
fractures. High-crack density increases the pore volume and fluid 
transport capability, for example, up to 100 microdarcies 
(Lockner et al., 2000). The migrated fluid reduced the effective 
normal pressure that leads to slip of the fault. If the fault has 
been critically stressed and has lower friction coefficient, a 
small increase of pore pressure can result in a higher triggering 
probability, such as the case of the increased microseismic 
activity after stage 10. It is noted that the number of detected 
events shows an obvious decrease after stage 17. This could 
be due to less fluid leaking from the horizontal well to the 
pre-existing fracture/fault zone, because the leak points of pres-
sured fluids are located to the south of the bridge plug of 
stage 17.

CONCLUSIONS

We used a broadband 3C seismic array installed on the surface 
to monitor microseismicity induced by 21 stages of hydraulic 
fracturing. Based on a migration-based location method and 
the DD location method, we obtained locations of 665 events. 
Our study shows that with a relatively sparse surface array it is 
also possible to detect and locate small magnitude events (M ≤−1) induced by hydraulic fracturing. Therefore, for mon-
itoring hydraulic fracturing in some regions with favorable sur-
face conditions and relatively shallow reservoir zones, it is 
possible to use a sparse surface array.

The seismicity mainly forms two groups. Group I falls into 
a small volume surrounding the horizontal well and group II 
occur ~500 m away from the well. We also determined focal 
mechanisms of 154 events with P wave first-motion polarities. 
The focal mechanism results show similar compressive stress
axis strike (northwest–northeast) to the regional tectonic stress direction. Both two groups show similar patterns in the triangle diagram of focal mechanisms and the strikes of fault planes are also consistent with previous geological survey. Based on locations and focal mechanisms, we conclude that the group I events are likely induced by the pore pressure increase directly caused by fluid migrated from the fracturing spot. In comparison, the group II events are likely due to reactivation of pre-existing faults/fractures by pressure perturbation from fracking, which also provide a conduit for high-pressure fluid movement.

Because the magnitude of microseismicity observed in this study is small, the risk is low. Nevertheless, it is shown that injected fluids could leak to nearby pre-existing faults and trigger earthquakes. There are several reports that injection of fluids induced felt or even damaging earthquakes on pre-existing faults (e.g., Horton, 2012; Kim, 2013). To reduce the risk of injection-induced earthquakes, better understanding of pre-existing faults, tectonic stress regime in the region, and appropriate design and management of the injection program would be necessary (Ellsworth, 2013).
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