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Abstract—We incorporate body-wave arrival time and surface-

wave dispersion data into a joint inversion for three-dimensional

P-wave and S-wave velocity structure of the crust surrounding the

site of the San Andreas Fault Observatory at Depth. The contri-

butions of the two data types to the inversion are controlled by the

relative weighting of the respective equations. We find that the

trade-off between fitting the two data types, controlled by the

weighting, defines a clear optimal solution. Varying the weighting

away from the optimal point leads to sharp increases in misfit for

one data type with only modest reduction in misfit for the other

data type. All the acceptable solutions yield structures with similar

primary features, but the smaller-scale features change substan-

tially. When there is a lower relative weight on the surface-wave

data, it appears that the solution over-fits the body-wave data,

leading to a relatively rough Vs model, whereas for the optimal

weighting, we obtain a relatively smooth model that is able to fit

both the body-wave and surface-wave observations adequately.

1. Introduction

The crust around the San Andreas Fault Obser-

vatory at Depth (SAFOD) has been the subject of

many geophysical studies aimed at characterizing in

detail the fault zone structure and elucidating the

lithologies and physical properties of the surrounding

rocks. Seismic methods in particular have revealed

the complex two-dimensional (2D) and three-

dimensional (3D) structure of the crustal volume

around SAFOD (LEES and MALIN, 1990; MICHELINI

and MCEVILLY, 1991; EBERHART-PHILLIPS and

MICHAEL, 1993; THURBER et al., 2003, 2004; HOLE

et al., 2006; ROECKER et al., 2006; BLEIBINHAUS et al.,

2007; ZHANG et al., 2005, 2009; BENNINGTON et al.,

2008), and the strong velocity reduction in the fault

damage zone (LI et al., 1990, 1997, 2004; BEN ZION

and MALIN, 1991; KORNEEV et al., 2003; LI and MALIN,

2008; LEWIS and BEN ZION, 2010; WU et al., 2010).

Important additional insights have been obtained

from magnetotelluric (MT) studies (UNSWORTH et al.,

1997, 2000; UNSWORTH and BEDROSIAN, 2004; BECKEN

et al., 2008), and some studies have carried out dif-

ferent types of joint geophysical inversion (ROECKER

et al., 2004; BENNINGTON et al. in revision).

Here, we experiment with a different type of joint

inversion, using body-wave arrival time and surface-

wave dispersion data to image the P-wave and

S-wave velocity structure of the upper crust sur-

rounding SAFOD. The two data types have

complementary strengths—the body-wave data have

good resolution at depth, albeit only where there are

crossing rays between sources and receivers, whereas

the short-period surface waves have very good near-

surface resolution and are not dependent on the

earthquake source distribution because they are

derived from ambient noise. The body-wave data are

from local earthquakes and explosions, comprising

the dataset analyzed by ZHANG et al. (2009). The

surface-wave data are for Love waves from ambient

noise correlations, and are from ROUX et al. (2011).

We examine how the S-wave model varies as we vary

the relative weighting of the fit to the two data sets

and in comparison to the previous separate inversion

results, and assess whether the ‘‘optimal’’ model,

based on the weight corresponding to the corner of a
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trade-off curve, indeed appears to be optimal or not.

We note that due to the indirect coupling of the

S-wave and P-wave models only through the hypo-

center parameters, the P-wave models obtained with

the different weights are virtually indistinguishable

from each other and from the original model of

ZHANG et al. (2009).

2. Datasets and Processing

Figure 1 shows a map of the events and stations

from which body-wave arrival-time and surface-wave

dispersion data were obtained (ZHANG et al., 2009).

The main source of data is a temporary seismic array

known as the Parkfield Area Seismic Observatory

(PASO) (THURBER et al., 2003, 2004). All of the

PASO array stations had three-component sensors

with the majority of them being broadband. We also

include data from (1) the UC-Berkeley High Reso-

lution Seismic Network (HRSN), (2) fault-zone

guided wave field projects in 1994 (LI et al., 1997)

and 2004 (LI and MALIN, 2008), (3) the USGS Central

California Seismic Network, and (4) USGS tempo-

rary stations. Earthquake and explosion data were

also obtained from borehole seismic strings deployed

in the SAFOD Pilot Hole in July 2002 (CHAVARRIA

et al., 2003) and in the SAFOD main borehole in May

2005 by Paulsson Geophysical Services, Inc., as well

as from borehole geophones deployed periodically in

the SAFOD borehole between December 2004 and

November 2006 by the SAFOD project. Sources of

explosion data include a *5 km long high-resolution

reflection/refraction line in 1998 (HOLE et al., 2001;

CATCHINGS et al., 2002), a *50 km long reflection/

refraction line in 2003 (HOLE et al., 2006), and PASO

‘‘calibration’’ shots in 2002, 2003, 2004, and 2006. In

total, there are 1,563 events including 574 earth-

quakes, 836 shots (explosions with known location

and origin times), and 153 blasts (explosions with

known location and uncertain origin times). There are

about 90,800 arrival times (72 % P and 28 % S)

included in the inversion. For the 574 earthquakes,

differential times (approximately 489,000 P and

364,000 S) from event pairs observed at common

stations were also calculated using a waveform cross-

correlation package, BCSEIS (DU et al., 2004).

The continuous data for the ambient noise ana-

lysis were obtained from 30 broadband stations of the

PASO array (green triangles in Fig. 1). Since the

local ambient seismic noise is dominated by the

microseism noise excitation around 0.15 Hz (TANIM-

OTO et al., 2006), the signals were pre-whitened

between 0.15 and 0.35 Hz to allow an extension of

the group velocity analysis to higher frequencies. For

such directive noise (coming from the Pacific Ocean),
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Figure 1
Map of seismicity (black dots), seismic stations (triangles), shots (red stars), and faults (black lines). The green box indicates the model

volume shown in Fig. 6. Green triangles are the stations used for the surface-wave analysis. The yellow square indicates the SAFOD site. SAF

San Andreas Fault, TMT Table Mountain Thrust
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the concept of passive seismic-noise tomography was

explored on three-component sensors (ROUX et al.,

2011). An optimal rotation algorithm (ORA) was

applied to the nine-component correlation tensor

measured from each pair of three-component seis-

mometers among the array, that forced each station

pair to re-align in the noise direction, a necessary

condition to extract unbiased travel-times from pas-

sive seismic processing (ROUX, 2009; ROUEFF et al.,

2009). Taking advantage of the short distances

between the sensors, only a relatively short time

period of data (15 days) was needed to obtain ade-

quate correlation results.

Note that no near-field contributions of the sur-

face-wave’s tensor were retrieved from the noise

correlation, as the dominant noise source was in the

far field. This confirmed that noise correlation on

long time records simply behaves as a time-domain

interferometer that magnifies phase coherence

between station pairs in the frequency bandwidth of

interest. As a consequence, the small size of the

seismic network is both an advantage and a disad-

vantage regarding tomography inversion: an

advantage as the coherence is high for many station

pairs, which makes travel time measurements very

accurate; a disadvantage since travel times extracted

from the noise-correlation tensor are close to zero,

which could make residual uncertainty of great

importance in velocity measurement errors. In prac-

tice, an average signal-to-noise ratio of 60 was

obtained at the peak maximum of the 15-day-aver-

aged correlation function for each station pair. With

such a high value of the signal-to-noise ratio, the

accuracy of the travel-time measurement could, in

theory, be close to infinity and, at least in practice,

sufficiently high to provide reliable estimations.

Finally, after the rotation was performed, an

optimal surface-wave tensor is obtained from which

Rayleigh and Love waves were separately extracted

for tomography inversion [see Fig. 2 and further

details about the Love-wave inversion in ROUX et al.

(2011)]. The choice of Love waves for the inversion

was motivated by (1) their high sensitivity to shallow

geophysical structure and (2) the residual pollution of

P-waves on the vertical and radial components (ROUX

et al., 2005) of the correlation tensor that may bias the

dispersion curve of Rayleigh waves. The tomography

inversion resulted from the combination of 360

selected dispersion curves for Love waves. Straight

rays were assumed as propagation paths and a 2.5-km

spatial smoothing was applied. The latter was based

on the point of minimum misfit as a function of spatial

smoothing length (Fig. 2). This shows that the sur-

face-wave group velocity maps were not heavily

smoothed. Examples of group velocity maps from

ROUX et al. (2011) are shown in Fig. 3. The northeast-

southwest velocity gradient across the San Andreas

Fault (SAF) is clearly visible in the ROUX et al. (2011)

Vs model, as well as the low-velocity region down to

*2.5 km below the surface between the SAFOD

borehole and the SAF surface trace.

3. Joint Inversion

First, we describe the basic elements of the (sep-

arate) body-wave and surface-wave inversions that

are incorporated into our joint inversion and then we

explain how the joint inversion is set up.

For this work, we make use of the regional-scale

version of the double-difference (DD) tomography

algorithm tomoDD (ZHANG and THURBER, 2003, 2006).

DD tomography is a generalization of DD location

(WALDHAUSER and ELLSWORTH, 2000), simultaneously

solving for the 3D velocity structure and seismic event
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Figure 2
Example misfit curve, for the 0.3 Hz band, for the determination of

the optimal spatial smoothing length for the Love wave group

velocity maps of ROUX et al. (2011) that are used in our joint

inversion. The plot indicates the minimum falls between 2.0 and

3.0 km, so a value of 2.5 km was adopted
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locations. The P-wave and S-wave velocity models are

inverted for as separate models, although they are

mathematically coupled through the hypocenter

parameters. DD tomography uses a combination of

absolute and more accurate differential arrival times

and hierarchically determines the velocity structure

from larger scale to smaller scale. LSQR (PAIGE and

SAUNDERS, 1982) is used to invert for model pertur-

bations, and regularization of the inversion is

accomplished with a first-difference smoothing oper-

ator. The regional-scale version, tomoFDD (ZHANG

et al., 2004), employs a finite-difference solver [either

PODVIN and LECOMTE (1991), or HOLE and ZELT (1995),

the latter based on VIDALE (1988)] to calculate travel

times in a spherical Earth geometry that is converted to

a Cartesian system (so-called ‘‘sphere in a box’’).

The surface-wave inversion code that is integrated

into the joint inversion algorithm is from MACEIRA

and AMMON (2009) and follows JULIÀ et al. (2000).

The propagator matrix solver in the algorithm DIS-

PER80 (SAITO, 1988) is used for the forward

calculation of dispersion curves from layered velocity

models. Theoretically, the dispersion curve is a

function of shear wave velocity, compressional wave

velocity, and density of the media (BUCHER and

SMITH, 1971). However, the sensitivity to P-wave

velocity and density is significantly smaller than the

sensitivity to S-wave velocity (TAKEUCHI and SAITO,

1972; AKI and RICHARDS, 1980; BACHE et al., 1978;

TANIMOTO, 1991). Therefore, only shear velocity

variations are considered for modeling the Love wave

dispersion observations.
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Figure 3
Example Love wave group velocity maps from ROUX et al. (2011) used in our joint inversion. Velocities are in m/s
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To accomplish the joint inversion, the body-wave

and surface-wave equations are combined in a single

system with weighting factors controlling the relative

contributions of the two data types to the solution for

model perturbations. We note that, in general, the

body-wave equations involve the P-wave and S-wave

velocity structure and the source locations and/or

origin times (for earthquakes and explosions with

unknown origin time), whereas the surface-wave

equations only involve the S-wave velocity. Thus, the

joint inversion equations can be expressed as

l1G
Tp

H l1G
Tp

Vp
0

l2GTs

H 0 l2GTs

Vs

0 0 l3GSW
Vs

0 wpLVp
0

0 0 wsLVs

kHI 0 0
0 kpI 0
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ð1Þ

where G
Tp

H , GTs

H , G
Tp

Vp
and GTs

Vs
are the sensitivity

matrices of first P-arrival and S-arrival times with

respect to hypocenter parameters, Vp, and Vs,

respectively; GSW
Vs

is the sensitivity matrix of surface

wave dispersion data with respect to Vs; LVp
and LVs

are the first-order smoothing matrices for the Vp and

Vs models with weights of wp and ws, respectively;

kH, kp, and ks are the damping parameters for hypo-

center parameters, Vp, and Vs model parameters,

respectively; DH, Dmp, and Dms are perturbations to

hypocenter parameters, Vp, and Vs model parameters,

respectively; and l1, l2 and l3 are relative weights

for body wave P-arrival and S-arrival times and

surface wave dispersion data, respectively. For sim-

plicity in our study we set data weights l1 and l2 for

P and S arrival time data to be equal. The damping

parameters, smoothing weight parameters, and data

weighting parameters are chosen by a combination of

requiring a reasonable condition number (mainly

controlled by the damping) and a trade-off analysis

(examining the data weighting). We retain the same

smoothing weight that was found to be optimal by

ZHANG et al. (2009). LSQR (PAIGE and SAUNDERS,

1982) is used to solve the system of Eq. (1).

We note that there is a difference in the way the

velocity structure is parameterized in the underlying

body-wave versus surface-wave components of the

joint inversion. For body-wave arrival times, the

velocity structure is represented by the value at grid

nodes, and interpolation is used to obtain the velocity

value at any point. Thus, velocity is treated as a

continuous function of position. In contrast, for the

surface waves, velocities are defined in latitude-lon-

gitude cells and vertical layers such that the velocity

is constant within each cell. To accommodate two

different model parameterizations, we put the node in

the center of each cell. For this study, the grid

intervals are 0.0048� in latitude and 0.0044� in lon-

gitude, and vary from 0.5 to 3 km in depth (at Z =

-0.5, 0, 0.5, 1.0, 2.0, 4.0, 7.0, and 10.0 km).

4. Trade-off Curve and Inversion Results

To explore specifically the effect of the joint

inversion on the structural model, we keep all data

and parameters constant except for the weighting of

the body-wave equations, which we vary over several

orders of magnitude, with the surface-wave weight

kept fixed at 1. We note that the damping and

smoothing we apply to stabilize LSQR and regularize

the inversion is the same as that used by ZHANG et al.

(2009) in their body-wave only tomography study.

We find that for weights below a value of 1 (i.e.,

equal weighting of body-wave and surface-wave

equations), the misfit to both the body-wave and

surface-wave data ceases to change, and above 100,

the body-wave misfit remains constant. Thus, we

consider the trade-off in data fit between body waves

and surface waves in the range 1–100 for the body-

wave weight (Fig. 4; Table 1). What we find is that

there is a strong, smooth variation in data fit as we

move from a weight of 1 to a weight of 100, with a

‘‘knee’’ in the curve near a weight of 20. Near this

point, a small increase in the body-wave weight leads

to a large increase in surface-wave misfit with little

decrease in body-wave misfit. Conversely, a small

decrease in the body-wave weight leads to a large

increase in body-wave misfit with little decrease in

surface-wave misfit. Thus, on this basis we tenta-

tively identify a body-wave weight of 20 as optimal.

An independent way to estimate the proper rela-

tive weighting of the body-wave and surface-wave

Joint Inversion of Body-Wave Arrival Times and Surface-Wave Dispersion



data is in terms of their relative data uncertainties.

For the body-wave data, the average pick uncertainty

is on the order of 0.02 s, based on the pick quality as

estimated directly from the waveform data, which

agrees well with the level of RMS misfit we obtain in

the trade-off analysis (Fig. 3). Similarly, the surface-

wave data uncertainty estimate of 10 % (ROUX et al.,

2011) is consistent with the RMS misfit on the order

of 0.2 km/s, given that the model velocities are

mainly in the range of 1.5–3 km/s. The ratio of 10

between these two uncertainties is of the same order

as the optimal weighting ratio of 20–1 from the trade-

off curve in Fig. 4. This is analogous to the stochastic

inverse (e.g., AKI et al., 1977), for which the ratio of

the a priori data variance to model variance is used as

the damping factor in the least squares inversion.

Next, we compare the inversion model results for

the nominal optimal body-wave weight (Fig. 5c) to

those for low (Fig. 5a), moderately low (Fig. 5b),

moderately high (Fig. 5d), and high (Fig. 5e) body-

wave weights. Horizontal slices through the Vs models

for the various cases are shown in Fig. 5 from 500 m

above to 2 km below sea level, where the changes are

greatest. Moving from the optimal (Fig. 5c) to the

moderately low (Fig. 5b) and low (Fig. 5a) body-

wave weight cases, the primary features remain

present but the model amplitude variations are slightly

reduced and smaller-scale features, especially those

near the SAF, shrink or disappear. This indicates the

lateral smoothing effect of the surface-wave data.

Moving from the optimal (Fig. 5c) to the moderately

high (Fig. 5d) and high (Fig. 5e) body-wave weight

cases, the primary features still remain, but there is a

substantial increase in the number and amplitude of

the smaller-scale features. Given that the body-wave

data misfit is reduced by only 4 % at the cost of a

*35–80 % increase in the surface-wave data misfit,

we interpret the higher-weight cases to indicate over-

fitting the noise in the body-wave data.

ROUX et al. (2011) highlighted a ‘‘U-shaped’’

feature containing a low-velocity zone in their

ambient noise model. We compare an iso-surface at

the same Vs value of 2.5 km/s in our new model

(Fig. 6a) to their original result (Fig. 6b). This steep-

sided wedge of slow material corresponds to the

sedimentary packages penetrated by the main SA-

FOD borehole. The joint inversion results reveal a

greater depth and along-fault extent of this feature

than the previous ambient noise only model.

We also note an area of strongly varying group

velocity with frequency in the southeast part of our

study area, near 35.97�, -120.50�, northeast of the

SAF (Fig. 3). Here, group velocity drops from

*2 km/s at 0.15 and 0.2 Hz to *1.2 km/s at 0.3 Hz.

This is an area that has been observed to be anoma-

lous in some previous studies. ZHANG et al. (2009)

found relatively high Vp here extending from *2 to

7 km depth from body-wave tomography, and ZHANG

et al. (2007) found the same area to be highly

anisotropic (*4 %) from a tomographic inversion of

shear wave splitting delays. Thus, it is not surprising

to find it to be anomalous in terms of Love wave

group velocity behavior as well.

Table 1

Variance reduction for body-wave and surface-wave data as a

function of the body-wave weight

Body-wave

weight

Body-wave variance

reduction (%)

Surface-wave variance

reduction (%)

1 77.5 74.0

2 77.7 73.9

5 78.4 73.0

20 79.7 61.6

50 80.4 28.7

100 81.1 1.15

Figure 4
Plot of surface-wave data misfit (in km/s) versus body-wave data

misfit (in s) in the joint inversion as a function of the body-wave

weight (the surface-wave weight was kept fixed at 1). A body-wave

weight of 20 is adopted as optimal

H. Zhang et al. Pure Appl. Geophys.
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Figure 5
Comparison of velocity model results for different body-wave weights, showing horizontal slices at the depths of the shallow grid nodes

(-0.5, 0, 0.5, 1, and 2 km depth relative to mean sea level). The weights used for the models that are shown: (a) 2, (b) 5, (c) 20, (d) 50,

(e) 100. The black line is the SAF trace. The view is from the southeast
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5. Discussion and Conclusions

The joint inversion algorithm expressed by Eq. (1)

has advantages compared to separate body-wave

arrival time inversion and surface-wave dispersion

inversion. Compared to the separate arrival-time

inversion, the joint inversion Vs model is more strongly

constrained by the combination of body-wave data and

surface-wave data. Even though traditional surface-

wave inversion typically only derives a Vs model, an

updated Vp model is required at each iteration in order

to compute the surface wave responses. In traditional

Figure 6
Iso-surface view of the 2.5 km/s Vs surface for (a) the weight of 20 model in Fig. 5 compared to (b) the same view from ROUX et al. (2011).

The view is from the northwest. Notice the deeper expression and longer extent of the ‘‘U-shaped’’ feature in the joint inversion model in (a)

H. Zhang et al. Pure Appl. Geophys.



surface-wave inversions, this is generally accom-

plished by assuming a constant Vp/Vs ratio provided by

the a priori model. In comparison, the joint inversion

determines a more reliable Vp model from P-wave

arrival times. As a result, the surface-wave responses

are more accurate and the surface-wave data can be

better used to invert for the Vs model.

The joint inversion results do not make significant

changes to the main features found previously in the

crust surrounding SAFOD. Rather, the joint inversion

suppresses oscillatory features in the Vs model that do

not make a significant change in the fit to the body-

wave data. Adding the surface-wave constraints to

the body-wave inversion leads to a simpler

(smoother) Vs model that is able to fit both the body-

wave and surface-wave data adequately.
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